


The Sampling Distribution of a 
Sample Mean and the Central 

Limit Theorem 



• Let X1,X2,…..,Xn be a random sample of size n 
drawn from any population with mean=µ and 
standard deviation = σ, then we have the 
following properties about the sampling 
distribution mean µ, that is:  

Properties of the Sampling 
Distribution of x 



Properties of the Sampling Distribution of x 
1. Mean of the sampling distribution equals mean of 

sampled population*, that is, 
 x  E x  .

2. Standard deviation of the sampling distribution equals 

Standard deviation of sampled population
Square root of sample size

 x 

n

.That is, 

The standard deviation      is often referred to 
as the standard error of the mean. 

 x





 





Theorem 
If a random sample of n observations is selected from a 
population with a normal distribution, the sampling 
distribution of      will be a normal distribution. 

That is, if a probability distribution is normal, then the 
sampling distribution of the sample mean is exactly normal 
distribution, regardless of the sample size (n) small or 
large, with: 

x



n =16 
x = 2.5 

Sampling from Normal Populations 

• Central Tendency 

• Dispersion 

– Sampling with 
replacement 

    = 50 

   = 10 

x 

n = 4 
x = 5 

 x  = 50 - x 

Sampling Distribution 

Population Distribution 
x 

x n
 



• Note that: 
If n < 30, then the sample size (n) is small. 
If n ≥ 30, then the sample size (n) is large. 
If X1, X2,…, Xn ~ N(µ, σ2) 

𝑋  ~ N(µ, 𝜎2 
𝑛

) for n < 30 or n ≥ 30 

Sampling from Normal Populations 

Sample distribution 
of the sample mean  



• Example consider a normal population with µ = 50 and σ = 15. 
suppose a random sample of size 9 is selected from this population, 
what is the sampling distribution for the sample mean? 

• Solution: since the original population is normal, then the 
distribution of the sample mean is also (exactly) normal distribution 
with mean and variance as follows: 

  N(50,225) 
                     = 50 
 
                        = 15/3 = 5. 
 
      So for 𝑋 ~ N(50, 25) is the sampling distribution of 𝑋 . 

 

Sampling from Normal Populations 

x 

x n
 



Sampling from  
 Non-Normal Populations 

• Central Tendency 

• Dispersion 

– Sampling with 
replacement 

Population Distribution 

Sampling Distribution 
n =30 
x = 1.8 

n = 4 
x = 5 

 = 50 

   = 10 

x 

 x  = 50 - x 

x 

x n
 





Central Limit Theorem (CLT) 

Consider a random sample of n observations selected 
from a population (any probability distribution) with 
mean μ and standard deviation . Then, when n is 
sufficiently large, the sampling distribution of     will be 
approximately a normal distribution with mean            
and standard deviation                        
The larger the sample size, the better will be the 
normal approximation to the sampling distribution of     

x  
x

 x   n .

x





• Example: Interpreting the CLT 
Phone bill for residents of a city have a mean of $64 
and a standard deviation of $9. random samples of 
36 phone bills are drawn from this population and 
the mean of each sample is determined. Find the 
mean and standard error of the mean of the 
sampling distribution. Then sketch a graph of the 
sampling of sample mean? 

Central Limit Theorem (CLT) 





• Example  
   The height of fully white oak are normally 
distributed, with a mean of 90 feet and standard 
deviation of 3.5 feet. Random samples of size 4 are 
drawn from this population, and the mean of each 
sample is determined. Find the mean and standard 
error of the mean of the sampling distribution. 
Then sketch a graph of the sampling distribution of 
sample means? 

Central Limit Theorem (CLT) 



Solution 
• The mean of the sampling distribution is equal to the 

population mean:                   = 90 
• The standard error of the mean is equal to the population 

standard deviation divided by root of n: 
              
                      = 3.5/2 = 1.75 
  

x 

x n
 



The Probability of a Sample Mean 
How to find the probability associated with a 
sample mean? 
To find the probability for the sample mean, we 
transform X to a Z-score as follows: 
 



Standardizing the Sampling 
Distribution of x 

Standardized Normal 
Distribution 

    = 0 

   = 1 

z 

 

z 
x  x

 x


x  


nSampling  

Distribution 

x  x 

 x 



Central Limit Theorem 

x 

As sample 
size gets  
large  
enough  
(n  30) ... 

sampling 
distribution 
becomes almost 
normal. 

x 

x n
 

.اًيعيبط اعًيزوت اًبيرقت )bar{x}\( ةينيعلا تاطسوت"ا عيزوت حبصي ،)n \geq 30 ةداع( ةيافكلا هيف امب ارًيبك حبصي ىتح )n( ةنيعلا مجح دادزي امدنع :أدب"ا



Examples  
The graph shows the length of time people spend driving 
each day. You randomly select 50 drivers age 15 to 19. what 
is the probability that the mean time they spend driving 
each day is between 24.7 and 22.5 minutes? 
 Assume that  µ = 25 minutes and σ = 1.5 minutes? 
Solution  
From the central limit theorem (sample size is greater than 
30), the sampling distribution of the sample mean is 
approximately normal with mean and standard deviation 
given as follows: 

               = 25              = 1.5/ 50 ≈ 0.21213       x  x n
 







Examples 
A bank auditor claims that credit card balances are 
normally distributed, with a mean of JD2870 and a 
standard deviation of JD900. you randomly select 25 credit 
card holders. What is the probability that their mean credit 
card balance is less than or equal to JD2500?  







Examples 
Suppose that the TOFEL exam scores for pharmacy students 
graduated from the Hashemite University are normally distributed 
with µ = 500 and σ = 100. 
In a random sample of size n = 25 students, what is the probability 
that the sample mean would be greater than 540? 



Thinking Challenge 

You’re an operations analyst 
for AT&T.  Long-distance 
telephone calls are normally 
distributed with  = 8 min. 
and  = 2 min.  If you select 
random samples of 25 calls, 
what percentage of the 
sample means would be 
between 7.8 & 8.2 minutes? 



Sampling Distribution Solution* 

Sampling  
Distribution 

8 

  x  = .4 

7.8 8.2  x 0 

  = 1 

–.50 z .50 

.3830 

Standardized Normal 
Distribution 

.1915 .1915 

  

z 
x  


n


7.8  8
2

25

 .50  

z 
x  


n


8.2  8
2

25

 .50





Central Limit Theorem Example 

SODA 

The amount of soda in cans of a 
particular brand has a mean of 
12 oz and a standard deviation 
of .2 oz.  If you select random 
samples of 50 cans, what 
percentage of the sample means 
would be less than 11.95 oz? 



Central Limit Theorem Solution* 

Sampling  
Distribution 

12 

  x  = .03 

11.95  x 0 

  = 1 

–1.77 z 

.0384 

Standardized Normal 
Distribution 

.4616 

  

z 
x  


n


11.95  12

.2
50

 1.77  

Shaded area exaggerated 



Sampling Distributions 



Parameter & Statistic 

A parameter is a numerical descriptive measure 
of a population. Because it is based on all the 
observations in the population, its value is 
almost always unknown. 
 
A sample statistic is a numerical descriptive 
measure of a sample. It is calculated from the 
observations in the sample. 



Common Statistics & Parameters 

Sample Statistic Population Parameter 

Variance s2 2 

Standard 
Deviation s  

Mean  x  

Binomial  
Proportion 

p p ̂ 



The Concept of Sample Distribution 
• In sample distributions, we are moving from 

descriptive statistics to inferential statistics. 
Inferential statistics allow the researcher to come to 
conclusion about a populations on the basis of 
descriptive statistics about a sample. 

•  In real life parameters of populations are known and 
unknowable.  

• Rather than investigating the whole population, we 
take a sample, calculate a statistics related to the 
parameter of interest, and make an inference.  

• The sampling distribution of the statistics tells us 
how the value of the statistic varies from one sample 
to another. 



The sampling distribution of a sample statistic 
calculated from a sample of n measurements is the 
probability distribution of the statistic in all possible 
samples of size n taken from the same population. 

Sampling Distribution 

The sampling distribution are used to calculate the 
probability that sample statistics could have occurred by 
chance and thus to decide whether something that is true of 
sample statistics is also likely to be true of a population 
parameter. 



Developing 
Sampling Distributions 

• Population size, N = 4 

• Random variable, x 

• Values of x: 1, 2, 3, 4 

• Uniform distribution 

Suppose There’s a Population ...  



Population Characteristics 

  
 

xi
i1

N


N

 2.5

Population Distribution Summary Measure 

.0 

.1 

.2 

.3 

1 2 3 4 

P(x) 

x 



All Possible Samples  
of Size n = 2 

Sample with replacement 

1.0 1.5 2.0 2.5 

1.5 2.0 2.5 3.0 

2.0 2.5 3.0 3.5 

2.5 3.0 3.5 4.0 

16 Samples 
1st 
Obs 

1,1 1,2 1,3 1,4 

2,1 2,2 2,3 2,4 

3,1 3,2 3,3 3,4 

4,1 4,2 4,3 4,4 

2nd Observation 
1 2 3 4 

1 

2 

3 

4 

2nd Observation 
1 2 3 4 

1 

2 

3 

4 

1st 
Obs 

16 Sample Means 



Sampling Distribution 
 of All Sample Means 

1.0 1.5 2.0 2.5 

1.5 2.0 2.5 3.0 

2.0 2.5 3.0 3.5 

2.5 3.0 3.5 4.0 

2nd Observation 
1 2 3 4 

1 

2 

3 

4 

1st 
Obs 

16 Sample Means Sampling Distribution 
of the Sample Mean 

.0 

.1 

.2 

.3 

1.0 1.5 2.0 2.5 3.0 3.5 4.0 

P(x) 

x 



Comparison 
Population Sampling Distribution 

2.5x 

.0 

.1 

.2 

.3 

1 2 3 4 

2.5 

.0 

.1 

.2 

.3 

1.0 1.5 2.0 2.5 3.0 3.5 4.0 

P(x) 

x 

P(x) x 

Summary Measure of All Sample Means 

  
X 

xi
i1

N


N


1.0 1.5 ... 4.0

16
 2.5



Key Ideas 

Generating the Sampling Distribution of x 
 



The Sampling Distribution 
of the Sample Proportion p^ 



In each of these situation, the actual number of population elements 
with the characteristic  will vary with the sample size. But the aim of 
obtaining samples is to estimate the proportion (or percentage) of 
the population with the characteristic of interest. 



The Sampling Distribution of the Sample Proportion p^ 

• We hope that the sample proportion is close to 
the population proportion. 

• How close can we expect it to be? 
• Would it be worth it to collect a larger sample? 

– If the sample were larger, would we expect the 
sample proportion to be closer to the population 
proportion? 

– How much closer? 



How to Calculate the sample Proportion (p^) 

Suppose that p is the proportion of a population with a 
particular characteristic, then if p is unknown, we can estimate it 
by using the sample proportion p^ (p-hat) using the following 
steps: 
1. Draw a random sample (SRS) of size n elements from the 

population that contains N elements. 
2. Let X be the number of sample elements with the 

characteristics (number of successes). 
3. Calculate the sample proportion (p^) using the following 

formula: 

 p^ = 𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑎𝑚𝑝𝑙𝑒
𝑛

=  𝑋
𝑛

 
That is, p^ is the proportion of elements of the sample of size n 
that have the characteristic of interest  
 



Example 
The Jordanian Ministry of Health did a survey of in a random sample 
of 10904 Jordanian peoples and smoking habits. The researchers 
defined : 
Frequent smoking as having 5 or more cigarettes in a row three or 
more times in the past two hours. According to this definition, 2486 
persons were classified as frequent smoking. Based on these data, 
estimate the proportion p of all Jordanian peoples who admits to 
frequent smoking? 



• Choose an SRS of size n from a large population that 
contains population proportion p of successes. Let p^ 

be the sample proportion of successes,  
 
 

• Then : 
As the sample size increases, the sampling distribution 

of p becomes approximately normal. 
 The mean of the sampling distribution is p. 
 The standard deviation of the sampling distribution is  

The Sampling Distribution of the Sample Proportion p^ 



The Sampling Distribution of p^ 

• It turns out that the sampling distribution of p^ is 
approximately normal with the following 
parameters. 
 
 
 
 
 
 

 

 

 
n

ppp

n
ppp

pp









1ˆ ofdeviation  Standard

1ˆ of Variance

ˆ ofMean 



The Sample Proportion 

• Let p be the population proportion. 
• Then p is a fixed value (for a given population). 
• Let p^ (“p-hat”) be the sample proportion. 
• Then p^ is a random variable; it takes on a new 

value every time a sample is collected. 
• The sampling distribution of p^ is the 

probability distribution of all the possible 
values of p^. 



• The approximation to the normal distribution is 
excellent if: 

  .51 and 5  pnnp



Example 
Suppose that the population of interest is the 
Hashemite University pharmacy students. Assume 
that the proportion of students in the population 
who wear eyeglasses is p=0.25. if a random sample 
(SRS) of 50 students is to be selected, then define 
the characteristics of the sampling distribution of 
the sample proportion p^, where p^ is the 
proportion of HU pharmacy students in the random 
sample who wear eyeglasses? 



Example 







Example  
Thiazide diuretics are often the first, but not the only 
choice in high blood pressure medications. Suppose that 
20% of all doctors in Jordan favour Thiazide diuretics. If the 
manger of a pharmaceutical industries company in Jordan 
take a random sample (SRS) of size n = 600 doctors, then 
what is the probability that the sample proportion (p^) of 
doctors who favour Thiazide diuretics will be: 
1. Between 0.18 and 0.22?  P(0.18 ≤  p^ ≤ 0.22) 
2. Less than or equal to 0.18? P (p^ ≤ 0.18) 
3. More than 0.22? P (p^ ≥ 0.22) 










