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Binomial Probability 
Characteristics of a Binomial Experiment (Bernoulli Trial) 
1. The experiment consists of n identical trials. 
2. There are only two possible outcomes on each trial. We will 

denote one outcome by S (for success) and the other by F (for 
failure). 

3. The probability of S (success), p remains the same (constant) 
from trial to trial (for all trails). This probability is denoted by p, 
and the probability of F is denoted by q. Note that q = 1 – p. 

4. The trials are independent (outcome of one trial is not affected by 
the outcome of any other trial)  

5. The binomial random variable x is the number of S’s in n trials, is 
said to follow Binomial Distribution with parameters n and p. 

6. X can take on the values x=0,1,…,n 

       Notation: X~Bin(n,p) 
 



Example: Binomial Experiment 
Testing the effectiveness of a drug 
• Suppose that 10 patients with identical infirmities take a 

drug, for each patient, it s observed whether the drug is 
effective or not effective. Thus a success is a cure and 
failure is a non-cure.  
 

• The probability of success, p, is the effectiveness of the 
drug cures a patient, the probability of failure, q=1-p, is 
the probability that the drug does not cure a patient.  
 

• Finally, we can assume that the results of administering 
the drug are independent from one patient to another. 
Hence the conditions of Binomial experiment are met. 





Binomial Probability  
• 2-outcome situation are very common in life, 

for example: 
Head/Tail 
Effective/Ineffective 
Democrat/Republican 
Pass/Fail 
Left/Right 
Approve/Disapprove 
Hit a target/Not hit a target 

 



Example of Binomial Random Variable 
 Number of customers entering a certain pharmacy out of  

15 who make a purchase. 

 Number of workers suffering from a certain disease in a 
random sample of 6 workers. 

 Number of heads in the experiment of tossing an 
unbiased coin 3 times. 

 Number of woman out of 10 developing a breast cancer 
over a lifetime. 

 Number of correct guesses at 30 true-false questions 
when you randomly guess all answers. 

 Number of purchases at a certain store made with credit 
card among 10 randomly selected purchases.  

 



Binomial Probability Distribution  

• If the discrete random variable X is defined to be 
as “the number of successes” in the n independent 
Bernoulli trials, then X is said to have a Binomial 
distribution denoted by  X~Bin(n,p), where n is 
the number of trials and p is the probability of 
success. If X~Bin(n,p), then the probability mass 
function (pmf) for X denoted by P(X=x) is given 
as follow: 



Binomial Probability Distribution 
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p(x) = Probability of x ‘Successes’  
p = Probability of a ‘Success’ on a single trial 
q = 1 – p 
n = Number of trials 
x = Number of ‘Successes’ in n trials 
           (x = 0, 1, 2, ..., n) 
n – x = Number of failures in n trials 





Binomial Probability Distribution  

If  X~Bin (n, p), then the approximate shape for the 
distribution of X is given as follows: 

1) If p < 0.5, then right-skewed (positive) 
distribution. 

2) If p = 0.5, then symmetric distribution 

3) If p > 0.5, then left-skewed (negative) 
distribution.   



Binomial Probability Distribution 
Example 
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Experiment:  Toss 1 coin 5 times in a row.  Note 
number of tails.  What’s the probability of 3 tails? 



Binomial Distribution 
Thinking Challenge 

You’re a telemarketer selling service.  
You’ve sold 20 in your last 100 calls 
(p = .20).  If you  
call 12 people tonight, what’s the 
probability of 
A.  No sales? 
B.  Exactly 2 sales? 
C.  At most 2 sales?  
D.  At least 2 sales? 



Binomial Distribution Solution* 

n = 12, p = .20 
A.  p(0) = .0687             
B.  p(2) = .2835 
C.  p(at most 2) = p(0) + p(1) + p(2) 

 = .0687 + .2062 + .2835 
 = .5584 

D.  p(at least 2) = p(2) + p(3)...+ p(12) 
 = 1 –  [p(0) + p(1)]  
 = 1 – .0687 – .2062 
 = .7251 



Binomial Distribution 
Characteristics 
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Recall that q = 1 - p 



Example 
• Suppose it is known a new drug is successful in curing a muscular 

pain in 22% of the cases. If it is tried on a random sample of 5 
patients, then answer the following: 

a) Find the probability that: 
1) No one of patient will be cured? 
2) Exactly 3 patients will be cured? 
3) At least 2 patients will be cured? 
4) At most 4 patients will be cured? 
5) From 1 to 4 patients will be cured? 
b) Find the mean and standard deviation for the distribution of the 
number of patients who are cured? 
c) What is the approximate shape for the distribution of the number 
of patients who are cured? 

 
 



Solution  
• n=5, p=0.22, X~Bin(5,0.22) 



Continued  
x 0 1 2 3 4 5 sum 

P(X=x) 0.289 0.407 0.229 0.065 0.009 0.001 1 

a) The probability: 
1) Probability that no one of patients will be cured = P(X=0)=0.289. 
2) Probability that exactly 3 patients will be cured =P(X=3)=0.065. 
3) Probability that at least 2 patients will be cured = P(X ≥ 2) 
       = P(X=2)+P(X=3)+P(X=4)+P(X=5) 
       = 0.229+0.065+0.009+0.001 
       = 0.304  OR  
The probability that at least 2 patients will be cured 
       = P(X ≥ 2) = 1- P(X˂2) 
       = 1-(P(X=0)+P(X=1)) 
       = 1-(0.289+0.407) = 1- 0.696 = 0.304 
 



4) Probability that at most 4 patients will be cured 
    = P(X ≤ 4) 
    = P(X=0)+P(X=1)+P(X=2)+P(X=3)+P(X=4) 
    = 0.289+0.407+0.229+0.065+0.009 = 0.999 
OR 
Probability that at most 4 patients will be cured 
   = P(X ≤ 4) = 1 - (P > 4) = 1 - (P(X=5) = 1 - 0.001=  0.999 
5) Probability that from 1 to 4 patients will be cured 
  = P(1 ≤ X ≤ 4)  
  = P(X=1)+P(X=2)+P(X=3)+P(X=4) 
  = 0.407+0.229+0.065+0.009 
  = 0.71 
 
 
 
 
 
 

Continued  



Continued  

    E (x )  np

   npq



Continuous Probability Density 
Function 

The graphical form of the probability distribution for a 
continuous random variable x is a smooth curve 



Probability Distributions 
for Continuous Random 

Variables 



Continuous Probability 
Density Function 

This curve, a function of x, is denoted by the symbol f(x) 
and is variously called a probability density function 
(pdf), a frequency function, or a probability 
distribution. 
The areas under a probability 
distribution correspond to 
probabilities for x. The area A 
beneath the curve between two 
points a and b is the probability 
that x assumes a value between a and b. 



Probability Distributions for Continuous Random 
Variables 

• The probability distribution of a continuous random 
variable is called a continuous probability distribution.  

• The most important of continuous probability distribution 
in statistics (in life) is the normal distribution (some times 
referred to as Gaussian distribution). 



The Normal Distribution 



Importance of  
Normal Distribution 

1. Describes many random processes or continuous 
phenomena 

2. Can be used to approximate discrete probability 
distributions 

•  Example: binomial 

3. Basis for classical statistical inference 



Normal Distribution 

1. ‘Bell-shaped’ & 
symmetrical 

2. Mean, median, mode 
are equal 

3. Continuous probability 
distribution   

x 

f ( x ) 

Mean 
Median 
Mode 



Probability Density Function 
(pdf) 

where 
  µ = Mean of the normal random variable x 
   = Standard deviation 
  π = 3.1415 . . . 
  e = 2.71828 . . .  
  P(x < a) is obtained from a table of normal 

     probabilities 
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Effect of Varying  
Parameters ( & ) 



Properties of the Normal Density Curve 

1. It is symmetric about its mean µ 
2. The highest point occur at x=µ 
3. It has inflection points at µ - σ  and µ + σ 
4. The area under the curve is one. 
5. The area under the curve to the right of µ equals 

the area under the curve to the left of µ equals ½. 
6. The mean median, and mode are equal. 

 



The Beauty of the Normal Curve 

• No matter what µ and σ are, the area between 
µ - σ and µ + σ is about 68%; the area between 
µ - 2σ and µ + 2σ  is about 99.7%. Almost all 
values fall within 3 standard deviations (68-95-
99.7 Rule) 



• Note that, when X is normally distributed with the mean µ 
and standard deviation σ, then we refer to that as follows: 
X~N(µ,σ2). 

• Example: 68-95-99 Rule 
The Hashemite University students intelligence scores (X) are 
normally distributed with µ = 100 and σ =15; that is   
X~N(100,255). 
• 68% of scores within µ ± σ =100 ± 15=85 to 115 
• 95% of scores within µ ± 2σ =100 ± (2)(15) = 70 to 130 
• 99.7% of scores within µ ± 3σ =100 ± (3)(15) = 55 to 145 

The Beauty of the Normal Curve 



Normal Distribution  
Probability 

c d 
x 
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Probability is  
area under  
curve! 

P(c  x  d)  f (x)
c

d

 dx?



• To make life easier, all the normal distributions can be 
converted to a standard normal distribution. 

• The standard normal distribution has a mean µ = 0 and σ 
= 1. 

Normal Distribution Probability 

x 

f(x) 

Normal distributions differ by mean & standard deviation. Since the shapes are 
different, the areas under the curves between any two points are also different. 

Non-standard Normal Distribution 



Standard Normal Distribution  

The standard normal distribution is a normal 
distribution with µ = 0 and  = 1. A random variable 
with a standard normal distribution, denoted by the 
symbol z, is called a standard normal random variable. 
Z~N(0, 1). 



Property of Normal Distribution 

If x is a normal random variable with mean μ and 
standard deviation , then the random variable z, 
defined by the formula 

has a standard normal distribution. The value z describes 
the number of standard deviations between x and µ. 

z 
x  µ





Standardize the 
Normal Distribution 

Normal  
Distribution 

x  

 

 One table! 

   = 0 

   = 1 

z 

Standardized Normal 
Distribution 

z 
x  





Finding a Probability Corresponding 
to a Normal Random Variable 

1. Sketch normal distribution, indicate mean, and shade 
the area corresponding to the probability you want. 

2. Convert the boundaries of the shaded area from x 
values to standard normal random variable z 

z 
x  µ


Show the z values under corresponding x values. 

3. Use Z score table to find the areas corresponding to 
the z values.  







Standard Normal Distribution 







z  = 0 

  = 1 

.12 

Standardized Normal 
Distribution 

Shaded area exaggerated 

.0478 

Non-standard Normal μ = 5, σ = 10:  
P(5 < x < 6.2) 

Normal  
Distribution 

x  = 5 

  = 10 

6.2 

  
z 

x  
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
6.2  5

10
 .12 Z=(5-5)/10=0 

0 < z < 0.12 

0= 0.5  0.12 = 0.5478 

P(0 < z < 0.12)= 0.5478 – 0.5 
=0.0478 



z  = 0 

  = 1 

1.96 

Z .04 .05 

1.8 .96512 .96784 .96856 

.97381 .97441 

2.0 .97932 .9798 .98030 

2.1 .98382 .98422 .984616 

The Standard Normal Table: 
P(0 < z < 1.96) 

.06 

1.9 .97500 

Standardized Normal 
Probability Table 

Probabilities 

.4750 

Shaded area 
exaggerated 

0= 0.5  1.96 = 0.9750 

P(0 < z < 0.12)= 0.9750 – 0.5 = 0.4750 



The Standard Normal Table: 
P(–1.26  z  1.26) 

z 
  = 0 

  = 1 

–1.26 

Standardized Normal Distribution 

Shaded area exaggerated 

.3962 

1.26 

.3962 
P(–1.26 ≤ z ≤ 1.26) 

= 0.8962 – 0.1038  

= 0.7924 

-1.26 = 0.1038  1.26 = 0.8962 

P(-1.26 ≤ z ≤ 1.26)= 0.8962 – 0.1038 = 
0.7924 



The Standard Normal Table: 
P(z > 1.26) 

z 
  = 0 

  = 1 
Standardized Normal Distribution 

1.26 

P(z > 1.26) = 1- P(z ≤ 1.26  

= 1– .8962 

= .1038 

Or 

P(z > 1.26) = P(z ≤ -1.26) 

= .1038  

.8962 

1 



The Standard Normal Table: 
P(–2.78  z  –2.00) 

  = 1 

  = 0 
–2.78 z –2.00 

0.0027 
.0201 

Standardized Normal Distribution 

Shaded area exaggerated 

P(–2.78 ≤ z ≤ –2.00) 

= .0228 – .0027 

= .0201 



The Standard Normal Table: 
P(z > –2.13) 

z 
  = 0 

  = 1 

–2.13 

Standardized Normal Distribution 

Shaded area exaggerated 

P(z > –2.13) = P(z ≤ 2.13)  

 = 0.9834 

OR 

P(z > –2.13) = 1- P(z ≤ –2.13)  

= 1 - 0.0166 

= .9834 

.5000 .4834 







z   = 0 

  = 1 

-.12 

Standardized Normal 
Distribution 

Non-standard Normal μ = 5, σ = 10: 
P(3.8  x  5) 

Normal  
Distribution 
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Z score for -.12= 0.4522 

P( -.12  z  0) 

=0.5-0.4522 

=0.0478 



0 
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-.21 z .21 

Standardized Normal 
Distribution 

Non-standard Normal μ = 5, σ = 10: 
P(2.9  x  7.1)  
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Normal  
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Shaded area exaggerated 

  
z 

x  



2.9  5

10
 .21

  
z 

x  



7.1 5

10
 .21

P(-.21 z  0.21) 
=0.5832-0.4522 
=0.1664 



Non-standard Normal μ = 5, σ = 10: 
P(x  8) 
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P(z  0.3) = 1- P(z≤ 0.3) 
=1- 0.6179 
= 0.3821 
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Standardized Normal 
Distribution 

Non-standard Normal μ = 5, σ = 10: 
P(7.1  X  8) 

  = 5 

  = 10 

8 7.1 x 

Normal  
Distribution 

.1179    .0347 
.0832 

Shaded area exaggerated 

  
z 

x  



7.1 5

10
 .21

  
z 

x  



8  5
10

 .30

P(0.21 z  0.3) 
=0.6179 - 0.5832 
=0.0347 







Normal Distribution Thinking 
Challenge 

You work in Quality Control for 
GE.  Light bulb life has a normal 
distribution with  = 2000 hours 
and  = 200 hours.  What’s the 
probability that a bulb will last 
A.  between 2000 and 2400   
 hours? 
B.  less than 1470 hours? 



Standardized Normal 
Distribution 

z   = 0 
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Solution*   P(2000   x  2400) 

Normal  
Distribution 
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z   = 0 

  = 1 

–2.65 

Standardized Normal 
Distribution 

Solution*  P(x  1470) 

x   = 2000 

  = 200 

1470 

Normal  
Distribution 

   .0040 .4960 
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


1470  2000

200
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P(z  -2.65) 
=0.0040 



Example 
A survey in Jordan indicates that pharmacies 
use their computers in an average of 2.4 
years before upgrading to a new machine. 
The standard deviation is 0.5 year. A 
pharmacy is selected at random. Find the 
probability that the pharmacy will use it for 
less than or equal 2 years before upgrading. 
Assume that the variable X is normally 
distributed? 



Continued 
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Solution 
We need to find P(X ≤ 2) as follows: (x-µ)/σ = (2-2.4)/0.5 = -0.8 
So P(z ≤ -0.8) = 0.2119 



Finding z-Values  
for Known Probabilities 

What is Z, given  
P(z) = .1217? 

Shaded area 
exaggerated 

z   = 0 

  = 1 

? 

.1217 

.31 
The probability between the z and the mean =0.1217 

0.1217 + 0.500 = 0.6217 

So it is corresponding to 0.31 



Finding x Values  
for Known Probabilities 

Normal Distribution 
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Standardized Normal Distribution 

Shaded areas exaggerated 
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x    z   5  .31  10 





Example 
The daily sales volume in JD for a given pharmacy in 
Jordan is normally distributed with a mean of 67 JD per day 
and a standard deviation of 4 JD per day. Find the daily 
sales volume x corresponding to z-score 1.96, -2.33, and 0? 
 z = 1.96, x = 67+1.96(4) = 74.84 JD per day 
 z = -2.33, x = 67+(-2.33)(4) = 57.68 JD per day. 
 z= 0, x = 67+0(4) = 67 JD per day. 
Notice that 74.84 JD is above the mean, 57.68 JD is 

below the mean, and 67 JD is equal to the mean. 





Other Discrete Distributions: 
Poisson 



Poisson Distribution 
1. Number of events that occur in an interval  

•   events per unit 
—  Time, Length, Area, Space 

2. Examples 
•  Number of customers arriving in 20 minutes 
•  Number of strikes per year in the U.S. 
•  Number of defects per lot (group) of DVD’s 



Characteristics of a Poisson 
Random Variable 

1. Consists of counting number of times an event 
occurs during a given unit of time or in a given 
area or volume (any unit of measurement). 

2. The probability that an event occurs in a given unit 
of time, area, or volume is the same for all units. 

3. The number of events that occur in one unit of 
time, area, or volume is independent of the number 
that occur in any other mutually exclusive unit. 

4. The mean number of events in each unit is denoted 
by  





Poisson Probability 
Distribution Function 

          
      
p(x) =  Probability of x given  
 = Mean (expected) number of events in unit  
e = 2.71828 . . . (base of natural logarithm) 
x = Number of events per unit 
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Poisson Probability 
Distribution Function 
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Poisson Distribution Example 

Customers arrive at a 
rate of 72 per hour.  
What is the probability 
of 4 customers arriving 
in 3 minutes? 

© 1995 Corel Corp. 



Poisson Distribution Solution 

72 Per Hr. = 1.2 Per Min. = 3.6 Per 3 Min. Interval 
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Thinking Challenge 
You work in Quality Assurance 
for an investment firm.  A clerk 
enters 75 words per minute 
with 6 errors per hour.  What is 
the probability of 0 errors in a 
255-word bond transaction?  



Poisson Distribution Solution: 
Finding * 

• 75 words/min = (75 words/min)(60 min/hr) 
   = 4500 words/hr 

•     6 errors/hr = 6 errors/4500 words 
  = .00133 errors/word 

• In a 255-word transaction (interval): 
      = (.00133 errors/word )(255 words)  
        = .34 errors/255-word transaction   



Poisson Distribution Solution: 
Finding p(0)* 
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