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The Probability of an Event

* P(A) must be between 0 and 1.

— If event A can never occur, P(A) = 0. If event A
always occurs when the experiment is performed,

P(A) =1.
 The sum of the probabilities for all simple
events in S equals 1. < Ppy =1

*The probability of an event A 1s found
by adding the probabilities of all the
simple events contained n A.
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Probability as a Numerical Measure
of the Likelihood of Occurrence

Increasing Likelihood of Occurrence
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The Probability of an Event

o

* The probability of an event A measures “how
often” we think A will occur. We write P(A).

* Suppose that an experiment is performed n)
times. The relative frequency for an event Ais

Number of times A occurs  f S AV
- = o 5 5’5‘;3x S yet
n n
59
Let A be the event A = {04, 0,, ..., 0y}, Where 04, 05, ..., O are k

different outcomes. Then
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P(4)=P(0o)+P(0y))++P(0,)  oici <

B

v’;‘r’\“ s\



Finding Probabilities

* Probabilities can be found using
— Estimates from empirical studies
— Common sense estimates based on equally
likely events. .0 0507 ol Lol Jlaus! Gl oy losie
e ol relative frequency & duwy>dl UL
'Examples: ogax e &yl yolial dyglucall O¥llazsl

—Toss a fair coin. IH(SEENERYY

—10% of the U.S. population has red hair.

Select a person at random. JHREEESIEII




Example

V)
* Toss two coins. What is the probability of
observing at least one head?
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Example

A bowl contains three M&Ms®, one red, one blue

“and one green. A child selects two IVI&MS at
_random} What is the probability that at least one
is re

sl cladll sas| )
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Counting Rules

* |f the simple events in an experiment are
equally likely, you can calculate

s A R
S

_ number of simple eventsin A

P(A)="

N totalnumber of simple events

* You can use counting rules to find 7,
and V.



A Counting Rule for
Multiple-Step Experiments

If an experiment consists of a sequence of & steps in which there are
n, possible results for the first step, n, possible results for the second
step, and so on, then the total number of experimental outcomes is

given by (n,)(n,) . . . (n,).

A helpful graphical representation of a multiple-step

experiment is 4 tree w.c'i‘fa,qramw.%
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Counting Rule for Permutations

A secoud useful counting rule enab’cs us to count the
number of exp rimental outcomes v. hen n objects are to
be selected from « set of N objec’s, where the order of
selection is important

~ Number of Permutatio s of N Objects Taken n at a Time

A0

where: N!=N(N-1)(N-2)...(2)(1)
nl=nn-1H(n-2)...2)®1)
Or=1



Permutations

* The numpcr of ways you can =irange
n distinct objects, taking thcm rat a time is

P = n!
(n—r)!

where n'=n(n—1)(n—2)...(2)1)and 0!=1.

Ex2maple: How many 3-digit lock combinations
can we make from the numbers 1, 2, 3, and 4

The order of the choice 1s P _ 4" =4(3)(2) =24

important! 1!




Examples

Example: A lock consists of five parts and
can be assembled 1n anv order. A quality
control engineer waon s to test each order for
efficiency of asscinbly. How many orders are
there?

The order of tk
importan
L. 51

P _O:_5(4)(3)(2)(1) 120




Counting Rule for Combinations

A third useful counting rule enables 1* to count the
number of ~xperimental outcomes w'.en n objects are to
be selected from a set of N objects

Number of Combui intions of M Objects Taken n at a Time

Pa¥a

where: N'=
nl = (n 1)(n 2) . (2)(1,
0r=1




Combinations

* The number of distinct combinations of n
distinct ot;~cts that can be formed, taking
them r at a timic is

n!
=
rl(n—r)!

Example: Three members of a 5-peizon committee must
be chosen to form a subcommittee. How many different
subcommittees could oe formed?

— |
The order of [@E= 5! — 5(4)(3)(2)1 = 5(4) =10

oomeas o 315=3) 321 ()

not important!




* A box contains six M&Ms”®, four rer!
and two green. A child selects two VI&Ms at

Example

%

random. What is ti.» probabilitv .hat exactly one is

red?

The order of

the choice is
not important!

6_ 6l _69)

=15
214" 2(1)
wav , tochoose2 M & Iv. -

|
d:i:4
L 113!
waysto choose
lredM&M.

4 x 2 =8 ways to

green M&M.

|
@:i=2
1!
waysto choose
: oreen M & M.

R

choose 1 red and 1

| P( exactly one

red) = 8/15




Calculating Probabilities for
Unions and Complements

* There are special rules that will allow you to

calculate probabilities for composite events.
Vs Tol
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* For any two events, A and B, the probability of

their union, P(Au B), is
a3 16318 1312 oy Fus cyar Sl ygil8

PLAnE=0  s5+ mutually exclusive

@i P(AUB)=P(A)+P(B)—-P(ANB) I
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Mutually Exclusive (Disjoint) Events

Two events are said to be mutually exclusive if the
events have no sample points (outcomes) in common.

Two events are mutually exclusive if, when one event occurs, the
other cannot occur (They can’t occur at the same time) The outcome
of the random experiment cannot belong to both A and B

If events A and B are mutually exclusive, P(A n B) = 0.

MM{V\(A‘D eX clnsive eNont
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Mutually Exclusive Events 07

' d If events A and B are mutually exclusive, P(A N B) = 0.

The addition law for mutually exclusive events is:

PAT By =P(A)+P(B)

there’s no need to

include “— P(A n B)”



Mutually Exclusive (Disjoint) Events @\‘:i@

Two events are mutually exclusive if, when one event
occurs, the other cannot, and vice versa.

*Experiment: Toss a die

—A: observe an odd number -‘

—B: observe a number greater than 2

—C: o |
C: observe a 6 ——
—D: observe a 3 B and D?

P Lene) = pole) =1




" C dhb)cwo Vylaades exclysive
Example: Additive Rule

S = 12

Example: Suppose that there were 120
students in the classroom, and that they

could be classified as follows:

A: brown hair Brown | Not Brown

P(A) = §_9/126\( :/::u Male (I/ZO\

40

B: female Female {30 )

30

P(B) =(60)120 Nl

P(AUB) =P(A) + P(B) - P(AnB)
=50/120 + 60/120 - 30/120 e
=80/120=2/3 —
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A Special Case ap - e

When two events A and B are

mutually exclusive, P(AnB) =10
and P(AUB) = P(A) + P(B).

A: male with brown hair Brown | Not Brown

P(A)=20/120 Male |20 40

B: female with brown hair [g =173, 30

P(B) = 30/120

P(AUB) - P(A) + P(B)
A and B are mutuall
: =50/120

(/A‘MB3 =~ O



Calculating Probabilities

for Complements
* We know that for any event A:

P(ANA%)=0
e Since either A or A must occur,

PIADA) 1)

'@

e sothat P(AuU A°)=P(A)+ P(A%) =1

P(AY) =1-PA)
SYCp Y gy -

=
(AU < B W)
=1
e(p) +eC =2
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Example

Select a student at random from — Ee&—

the classroom. Define:

A: male

Brown

Not Brown

P(A) = 60/120

Male

20

40

female A )z

Female

30

30

A and B are |
complementary, so that

P(B)

Ty P(A)

=T1-60/120 =40/120

-




Calculating Probabilities for

Intersections

« we can find P(A n B) directly from the table.
Sometimes this is impractical or impossible. The
rule for calculating P(A N B) depends on jthe idea

of independent and dependent events.
Sty JacTyil c..;.i‘d‘ ey S) 8 yislen Sislgadl (o ebolddl Ol Say

dols 0 Sisladl 4

Two events, A and B, are said to be
independent if and only if the probability
that event A occurs does not change,

depending on whether or1 rllot‘event B h&?
occurred. 90 Jo ol sl e aaim w0

independent-event sl dependent
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Conditional Probabilities @\
N RGPl
* The probability that A occurs (glven
that event B has occurred is called
the conditional probability of A

given B and is defined as

SNz ayes Relo
P(AﬂB) :

35 | P(A|B) = ===2f P(B) %0 L
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Conditional Probability

The probability of an event given that another event
has occurred is called a conditional probability.

> The conditional probability of A given B is denoted
by P(A | B).

A conditional probability is computed as follows :

P(A N B)

PIAIB) = =5




The law is written as:

P(A  B) = P(B)P(A | B)
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Example 1
C)fjﬁ/w\>\"“
e Toss a fair coin twice. Define

—A: head on second toss
—B: head on first toss

P(A) does not
change, whether g
B happens or

not. ..

P(AIB) = %

p——

P(A|not B) =

TN eQUn &

v, NS

A and B are

independent!
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Independent Events &=,
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If the probability of event A is not changed by the
' d existence of event B, we would say that events A
and B are independent.

Two events A and B are independent if:

PA4BY=P@AY | or | P(B|A)=P(B)

P(A) does change,

whether B happens dependent!

or not...




Defining Independence

 We can redefine independence in terms of
conditional probabilities:

Two events A and B are independent if and only
if

P(A|B)=P(A) or P(B|A)=P(B)
Otherwise, they are dependent.

* Once you’ve decided whether or not two
events are independent, you can use the
following rule to calculate their
intersection.



Multiplication Law
for Independent Events

The law is written as:

P(A ~ B) = P(A)P(B)




The Multiplicative Rule for

Intersections

* For any two events, A and B, the probability that
both A and B occur is

P(A N B) =P(A) P(B given that A occurred)
= P(A)P(B|A)

* If the events A and B are independent, then
the probability that both A and B occur 1s

P(A N B) = P(A) P(B)




Example 1

In a certain population, 10% of the people can be
classified as being high risk for a heart attack. Three
people are randomly selected from this population.
What 1s the probability that exactly one of the three are

high risk? S S
Define H: high risk N: not high risk

P(exactly one high risk) = P(HNN) + P(NHN) + P(NNH)
= P(H)P(N)P(N) + P(N)P(H)P(N) + P(N)P(N)P(H)
= (199 + (919 + (.9)(9)(.1)=3(.1)(.9)> = .243




Example 2

Suppose we have additional information 1n the
previous example. We know that only 49% of the
population are female. Also, of the female patients
are high risk. A single person is selected at random. What
1s the probability that 1t 1s a high risk female?

Define H: high risk F: female

From the example, P(F) =0.49 and P(H|F) .08.
Use the Multiplicative Rule: GO\ L o \s

P(high risk female) = P(HNF) “*°
= P(F)P(H|F) =.49(.08) = .0392




