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The Probability of an Event

P(A) must be between((

— If event A can never occu€, P(A) = 0/ If event A
alwaysgaccurs when the experiment is performed,

(P(A) =1~

 The sum of babilities for all simple
eventsdn S equals 1.

*The probability of an event A 1s found
by adding the probabilities of all the
simple events contained 1in A. \
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Probability as a Numerical Measure
of the Likelihood of Occurrence

Increasing Likelihood of Occurrence
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Probability?_ ] 1
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The event The occurrence The event
IS very of the event is is almost
unlikely just as likely as certain

to occur. it is unlikely. to occur.

L0 025 050 075 1 . —
o g e NS SOV N S



The Probability of an Event
P(/U Sy (= g 2D Ao 3m o50 E .

* The probability of an event easures “how
often” we think A will occuk We write P(A).>

e Suppose that an experiment is performed n

times. The relative frequency for an event A is
. 3 S\ ™
C_Number of timegAJoccurs )57 AN e pui\é
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Let A be the event A = {0, 0, ..., Oy}, Where 04, 05, ..., o are k
different outcomes. Then ’

P(4)=P(o,)+ P(0,)+---+P(0,)

_— N



Finding Probabilities
* Probabilities can be founddsing™>

. Srag? U0 e U T
_— Estimates from empirical studies

—= Common sense estimates based on equally;
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Examples:

Toss s ainGGDD
f the U.S. population has red hair.
Select a person at random.
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* Toss two coins. What

Example

observing(at least one(hea

Ist Coin

2nd Coin E.
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IS tfe probability of

P(at least 1 head)
=P(E,) + P(E,) + P(E5)

/

= 1A+ 1/4+ 1/4=53/4 |
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Example

* A bowl contains three M&Ms®, one red, one blue
and one green. A child selecti\t\o M&M at
random. What is the probability that at least one

cJsreds >

IstM&M 2nd M&M _E,_ P(E)

oo —

@ RG 1/6 | P(at least 1 red)

PN ™ BR | | |=P(RB)+PBR)+P(RG)
v + P(GR)

1/6
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Counting Rules
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* |f the simple events in an experiment are
equally likely, you can calculate

number of simple eventsin(A P

totalnumber of simple events

* You can use counting rules to find 7,
and M.
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A Counting Rulefor
ultiple-Step Experiments

[f an experiment consists of a sequence of & steps in which there are
n, possible results for the first step, n, possible results for the second
step, and so on, then the total number of experimental outcomes is

given by (n,)(n,) . . . (n,).

A helpful graphical representation of a multiple-step

experiment 1s a tree diagram.
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O3
Counting Rule for Permufai?ons
LN 5 0 U e\ e ¢
A second useful counting rule enables us to count thez)
number of experimental outcomes when 7 objects are to

be selected from a set of N objects, where the order of
selection

~ Number of Permutations of N Objects Taken n at a Time

where: N!=N(N-1)(N-2)...(2)(1)
nl=nn-1H(n-2)...2)®1)
Or=1
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Calculating Probabilities for?

Unions and Complements

* There are special rules that will allow you to

calculate probabilities for composite events.
. The@Rule for Unions:

* For any two events, A and B, the probability of
their union, P(A U B), is

\

| ‘P(AUB):P(A)+P(B)—P(AmB)I

P
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Addition Law




(oo M utually Excl\s\lg/e (Dls]omt) Events

Two events are said to be mutually exclusive if the
events have no sample points (outcomes) in common.

Two events are mutually exclusive if, when one event occurs, the
other cannot occur (They can’t occur at the same time. The outcome
of the random experiment cannot belong to both A and B

If events A and B are mutually exclusive, P(A m B) = 0. )
|




Mutually Exclusive Events -7

.
0

d If events A and B are mutually exclusive, P(A » B) = 0.
]

The addition law for mutually exclusive events is:

there’s no need to
include “— P(A n B)”




Mutually Exclusive (Disjoint) Events

Two events are mutually exclusive if, when one event

occurs, the other cannot, and vice versa.

*Experiment: Toss a ¢

1€

—A: 0
—B: observe a num

hserve an odd

number
ver greater than 2

—C: ol

bserve a 6

—D:o

bserve a 3

B and C?
B and D?




Example: Additive Rule

Example: Suppose that there were 120
students 1n the classroom, and that they

could be classified as follows:

A: brown hair Brown | Not Brown
P(A) =50/120 Male |20 40
B: female Female | 30 30

P(B) = 60/120

P(AUB) = P(A) + P(B) — P(AB)

=50/120 + 60/120 - 30/120
= 80/120 =2/3




A Special Case

When two events A and B are

mutually exclusive, P(AnB) =10
and P(AUB) = P(A) + P(B).

A: male with brown hair Brown | Not Brown
P(A)=20/120 Male |20 40
B: female with brown hair Female | 30 30

P(B) = 30/120

P(AUB) = P(A) + P(B)
=20/120 + 30/120
=50/120

A and B are mutually R
exclusive, so that




Calculating Probabilities
for Complements

'@

@Ve know that for any event A:
P(ANA%)=0
ince either A or A“ must occur,

 sothat P(AuU A€)=P(A)+P(A%)=1

P(AC)=1—-P(A)




Example

Select a student at random from — f—
the classroom. Define:

A: male
P(A) =60/120
B: female

A and B are

complementary, so that

Brown | Not Brown
Male 20 40
Female | 30 30

—[P(B) = 1- P(A)

=1-60/120 =40/120




® Calculating Probabilities for

Intersections

« we can find P(A m B) directly from the table.
Sometimes this is impractical or impossible. The

rule for calculating P(A m B) depends on the idea
Wn@pendent events.
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X3 \3‘ Two events, A and B, are said to be

7" |independent if and only if the probability
f:: that event A occurs does not change,
-~ depending on whether or not event B has
occurred.
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Conditional Probabilities
W\

* The probability that A occurs, given
that event B has occurred is called
the conditional probability of A
given B and is defined as

P(ANB)
P(B)
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Ow@k—%

P (A]B)

P(A|B) = if P(B)#0




Conditional Probability

> The probability of an event given that another event
has occurred is called a conditional probability.

A conditional probability is computed as follows :

P(A A B)

PAIB) = =5




Multiplication Law
{ (ML) VA AGe (D E=gle oS

The law is written as:

P(A ~ B) = P(B)P(A | B)
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Example 1

* Toss a fair coin twice. Define

HH

HT

TH

TT

—A: head on second toss

—B: head on first toss

1/4
1/4
1/4
1/4

P(A) does not
change, whether g
B happens or

not. ..

P(A|B) =%
P(A|not B) =7

A and B are

independent!



... Independent Events
/4 N Ue (e o
= If the probability of event A is not changed by the

A existence of event B, we would say that events A
and B are independent.

Two events A and B are independent if:

P(A|B)=P(4) | or | P(B|A)=P(®B)

P(A) does change,
depending on
whether B happens
or not...

A and B are
dependent!
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Defining Independence
* We can redefine independence in term

conditional probabilities:

Two events A and B are independent if and only
if

P(A[B)=P(A) or P(BJA)=P(B)

@ 7‘\ o
Otherwise, they are dependent\f Jo) .

* Once you’ve decided whether or not two
events are independent, you can use the
following rule to calculate therr <= ¢, 4
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Multiplication Law Gl
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for Independent Events P

The multiplication law also can be used as a test to see
if two events are independent.

The law is written as:

P(A ~ B) = P(A)P(B)

—
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The Multiplicative Rule for
Intersections

* For any A and B, the probability that
oth A and B occur is

P(A N B) =P(A) P(B given that A occurred)
= P(A)P(B|A)

* If the events A and B are independent, then
the probability that both A and B occur 1s

P(A N B) = P(A) P(B)




Example 1

In a certain population, 10% of the people can be
classified as being high risk for a heart attack. Three
people are randomly selected from this population.
What 1s the probability that exactly one of the three are

high risk? S S
Define H: high risk N: not high risk

P(exactly one high risk) = P(HNN) + P(NHN) + P(NNH)
= P(H)P(N)P(N) + P(N)P(H)P(N) + P(N)P(N)P(H)
= (199 + (919 + (.9)(9)(.1)=3(.1)(.9)> = .243




Example 2

Suppose we have additional information 1n the
previous example. We know that only 49% of the
population are female. Also, of the female patients, 8%
are high risk. A single person is selected at random. What
1s the probability that 1t 1s a high risk female?

Define H: high risk F: female

From the example, P(F) = .49 and P(H|F) = .08.
Use the Multiplicative Rule:

P(high risk female) = P(HNF)
= P(F)P(H|F) =.49(.08) = .0392




