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Introduction to Probability 
•  Experiments, Outcomes, Events and Sample Spaces 
 
•  What is probability? 
 

•  Basic Rules of Probability 
 

•  Probabilities of Compound Events 



Why Learn Probability? 
• Nothing in life is certain. In everything we do, we 

gauge the chances of successful outcomes, from 
business to medicine to weather. 

• A probability provides a quantitative description 
of chances or likelihoods associated with various 
outcomes. 

• It provides a bridge between descriptive and 
inferential statistics. 

 

Introduction to Probability 



Basic Probability Concepts 



Experiment 
• An experiment is the process by which an 

observation (or measurement) is obtained. 
 

• Deterministic Vs non-Deterministic experiment 
 Deterministic or Non-Random experiment 
Non-Deterministic or Random experiment 



 Deterministic or Non-Random experiment 
In deterministic experiment, the outcome can be 

predicted exactly in advance by using a 
mathematical mode that allows a perfect prediction 
of the phenomena’s outcome. 
 

• Many examples exist in physics and science. 
• Example: Force = mass* acceleration. So if we are 

given values for mass and acceleration, we exactly 
know the value of force.  
 

Experiment 



Non-Deterministic or Random experiment 
 In random experiment, no mathematical model exists that 

allows a perfect prediction of the experiment’s outcome. 
 In this case, we are unable to predict the outcomes, or 

they are not known exactly. However, in the long-run, the 
outcomes exhibit a statistical regularity, so we can 
describe the probability of the possible outcomes. 
 

Experiment (Phenomena) 



Examples:  
1. Tossing a coin, the outcomes S={Head, Tail}. In this 

case, we don’t know exactly what we get, but in the 
long run we can calculate the probability and predict 
that 50% of the time we will get a head and 50% of the 
time we will get a tail. 

2. Rolling a die, so the outcomes 
      S= 
We are unable to predict an outcome, but in the long 

run, we can determine that each outcome will occur 1/6 
of the time. 

Experiment (Phenomena) 



The Sample Space (S) 

• The sample space (S or Ω) for a random 
phenomena (random experiment) is the set of all 
possible outcomes. 

 
• The sample space S may contain: 
1. A finite number of outcomes 
2. A countably infinite number of outcomes, or 
3. An uncountably infinite number of outcomes. 





• Examples of a sample space (S) 
1. Tossing a coin. Outcomes, S = {Head, Tail} = {H, T} 
2. Tossing two coins once. Outcomes S = {HH, HT, TH, 

TT}. So number of outcomes = n(S) = 2*2= 4. 
3. Tossing three coins once. Then, outcomes: 
       S = {HHH, HHT, HTH, HTT, THH, THT, TTH, TTT} 
       Number of outcomes = n(S) = 2*2*2 = 8 or Sn . 
4.    Rolling a die, then outcomes S = {1, 2, 3, 4, 5, 6}, 
       So number of outcomes = n(S) = 1*6 = 6. 

 

 

The Sample Space (S) 



5.  Rolling two dice, the outcomes are: 
S = {(1, 1), (1, 2), (1, 3), (1, 4), (1, 5), (1, 6), 
       (2, 1), (2, 2), (2, 3), (2, 4), (2, 5), (2, 6), 
       (3, 1), (3, 2), (3, 3), (3, 4), (3, 5), (3, 6), 
       (4, 1), (4, 2), (4, 3), (4, 4), (4, 5), (4, 6), 
       (5, 1), (5, 2), (5, 3), (5, 4), (5, 5), (5, 6), 
       (6, 1), (6, 2), (6, 3), (6, 4), (6, 5), (6, 6)} 
 
So number of outcomes S = n (S) = 6*6 = 36 

The Sample Space (S) 



The mn Rule 
• If an experiment is performed in two stages, 

with m ways to accomplish the first stage and 
n ways to accomplish the second stage, then 
there are mn ways to accomplish the 
experiment. 

• This rule is easily extended to k stages, with 
the number of ways equal to  

n1 n2 n3 … nk 

Example: Toss two coins. The total number of 
simple events is: 

2  2 = 4 



Examples 
Example: Toss three coins. The total number of 
simple events is: 2  2  2 = 8 

Example: Two M&Ms are drawn from a dish 
containing two red and two blue candies. The total 
number of simple events is: 

6  6 = 36 
Example: Toss two dice. The total number of 
simple events is: 

4  3 = 12 



 An Event, E 
• The event, which is denoted by E, is any subset of 

the sample space,  S, so it is any set of outcomes 
(not necessarily all outcomes) of the random 
phenomena. 

• The event, E, can be denoted by A, B, C, D,.... 

The Event (E) 

Venn 
diagram 



Types of Events 

• There are four types of events as follows: 
1. Null (impossible) event (ɸ) 
2. Entire (sure or certain) event (S) 
3. Simple event 
4. Compound event 



1. The null event (the empty event) (ɸ), never 
occurs, impossible. 

      ɸ = {  } = the event that contains no outcomes 
 
2. The entire (sure or certain) event, the sample 
space (S), S = the event that contains all outcomes 
     So the sure event, S, always occurs.  

Types of Events 



3. A simple event is the outcome that is observed on a 
single repetition of the experiment.  

• One and only one simple event can occur when the 
experiment is performed. 

• Simple event is denoted by E with subscript, e.g. E1, E2, 
..etc. 
 

 
 

4. Compound event is the outcome that contains more 
than one simple event when the experiment is performed. 

Types of Events 

The set of all simple events of an experiment is called 
the  sample space, S. 



Example 
• The die toss: 
• Simple events:  Sample space:  

1 

2 

3 

4 

5 

6 

E1 

E2 

E3 

E4 

E5 

E6 

 

S ={E1, E2, E3, E4, E5, E6} 

S 
•E1 

•E6 
•E2 

•E3 

•E4 

•E5 



Event 
• An event is a collection of one or more simple 

events.  

•The die toss: 
–A: an odd number 
–B: a number > 2 

S 

A ={E1, E3, E5} 

B ={E3, E4, E5, E6} 

B 
A 
•E1 

•E6 
•E2 

•E3 

•E4 

•E5 



Examples of Event 

• Rolling a die, then outcomes, S = {1, 2, 3, 4, 5, 6} 
  A = The event that the number comes up is greater 

than 5 = {6} which is simple event. 
  B = The event that the number comes up is an even 

number = {2, 4, 6}, which is a compound event. 
 C = Then event that the number comes is less than 7 = 

{1, 2, 3, 4, 5, 6}, which is a sure event. 
  D = The event that the number comes up is greater 

than 6 = { } = ɸ, which is an impossible event. 
   



Event Relations 



Some Basic Relationships of Probability 

 There are some basic probability relationships that 
can be used to compute the probability of an event 
without knowledge of all the sample point probabilities. 

   Complement of an Event 

  Intersection of Two Events 

  Mutually Exclusive Events 

Union of Two Events 



S 

•  The union of  two events, A and B, is the event 
that either A or B or both occur when the 
experiment is performed.  We write  

    A B      

A B A B

Union of Two Events 



 The union of events A and B is denoted by A B

 The union of events A and B is the event containing 
 all sample points that are in A or B or both. 

Union of Two Events 

Sample 
Space S Event A Event B 



S 

A B 

• The intersection of two events, A and B, is 
the event that both A and B occur when the 
experiment is performed. We write A B. 

A B

• If two events A and B are mutually 
exclusive, then P(A B) = 0. 

Intersection of Two Events Intersection of Two Events 



 The intersection of events A and B is denoted by A 

 The intersection of events A and B is the set of all 
 sample points that are in both A and B. 

Sample 
Space S Event A Event B 

Intersection of Two Events 

Intersection of A and B 



S 

Complement of an Event 
 

• The complement of an event A consists of 
all outcomes of the experiment that do not 
result in event A.  We write AC  or 𝐀 .  
 

A  𝐀  



 The complement of A is denoted by Ac. 

 The complement of event A is defined to be the event 
 consisting of all sample points that are not in A. 

Complement of an Event 

Event A Ac 
Sample 
Space S 

Venn 
Diagram 



Example 

•  Select a student from the classroom and  
 record his/her hair color and gender. 

–A: student has brown hair 
–B: student is female 
–C: student is male 
•What is the relationship between events B and C? 
•AC:  
•BC:  
•BC: 

Mutually exclusive; B = CC 

Student does not have brown hair 

Student is both male and female =  

Student is either male and female = all students = S 

 𝐀 



 



Event Relations 

• Key words to recognise which event relation 
you should perform: 

1. Union: if you see the word or or at least one 
of the two event occurs. 

2. Intersection: if you see the word and or both 
events occur. 

3. Complement: f you see the word not. 



De Moivre’s Laws 



Rules  



 An event is a collection of sample points. 

 The probability of any event is equal to the sum of 
 the probabilities of the sample points in the event. 

 If we can identify all the sample points of an 
 experiment and assign a probability to each, we 
 can compute the probability of an event. 

Events and Their Probabilities 



Assigning Probabilities to Events 

Probability of an event P(E):  “Chance” that an event will occur 
 
•   Must lie between 0 and 1 
•  “0” implies that the event will not occur 
•  “1” implies that the event will occur  

Types of Probability: 
 
•  Objective 
 Relative Frequency Approach 
 Equally-likely Approach 
 

•  Subjective  



Relative Frequency Approach:  Relative frequency of an event 
occurring in an infinitely large number of trials 

 
 
 
 
Equally-likely Approach:  If an experiment must result in n equally 

likely outcomes, then each possible outcome must have 
probability 1/n of occurring. 

 
Examples:   
1. Roll a fair die 
2. Select a SRS of size 2 from a population 
 
Subjective Probability:  A number between 0 and 1 that reflects a 

person’s degree of belief that an event will occur 
 
Example:  Predictions for rain 

Time Period Number of Male
Live Births

Total Number of Live
Births

Relative Frequency of
Live Male Birth

1965 1927.054 3760.358 0.51247

1965-1969 9219.202 17989.360 0.51248

1965-1974 17857.860 34832.050 0.51268



Assigning Probabilities 

Classical Method 

Relative Frequency Method 

Subjective Method 

 Assigning probabilities based on the assumption 
 of equally likely outcomes 

 Assigning probabilities based on experimentation 
 or historical data 

 Assigning probabilities based on judgment 



Classical Method 
    If an experiment has n possible outcomes, 

this method  
would assign a probability of 1/n to each 

outcome. 

Experiment:  Rolling a die 
Sample Space:  S = {1, 2, 3, 4, 5, 6} 
Probabilities:  Each sample point has a 
   1/6 chance of occurring 

Example 



 Each probability assignment is given by 
dividing the frequency (number of days) by 
the total frequency (total number of days). 

Relative Frequency Method 

4/40 

Probability 
Number of 

Polishers Rented 
Number 
of Days 

0 
1 
2 
3 
4 

  4 
  6 
18 
10 
  2 
40 

  .10 
  .15 
  .45 
  .25 
  .05 
1.00 



Subjective Method 
 Applying the subjective method, an analyst  
made the following probability assignments. 

Exper.  Outcome Net Gain or Loss Probability 
(10,  8) 
(10, -2) 
(5,  8) 
(5, -2) 
(0,  8) 
(0, -2) 
(-20,  8) 
(-20, -2) 

    $18,000  Gain 
      $8,000  Gain 
    $13,000  Gain 
      $3,000  Gain 
      $8,000  Gain 
      $2,000  Loss 
    $12,000  Loss 
    $22,000  Loss 

.20 

.08 

.16 

.26 

.10 

.12 

.02 

.06 


