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Estimating a Single Population Mean: Point 
Estimation and Interval Estimation  

(Confidence Interval) 
• If we wish to estimate the mean of some normally distributed 

population (µ), we would draw a random sample of size n from the 
population and compute the sample mean (     ) which can be used 
as a point estimate of the population mean (µ). 

• Although the sample mean is a good estimator of the population 
mean, we know that random sampling inherently involves chance 
and the sample mean cannot be expected to be equal to the 
population mean. 

• It is more meaningful to estimate µ by an interval that 
communicates information regarding the probable magnitude of µ, 
this interval is called the confidence interval. 

 population ياه نم random sample ذخان اندب انحاو  normally distributed يهو population انع ناك  اذا
 point estimation هيمسنب estimation  هيلع لمعن اندبو هانبسح يلا meanلا اسه،  meanلا بسحنو
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Definition 

Population 
Parameter 

Best Point  
Estimate 

Proportion 

Mean 

Std. Dev. 

p 
µ 
σ 

p 
x 
s 

≈ 
≈ 
≈ 

Point Estimate 
A single value (or point) used to approximate 
a population parameter 

",



Definition 
Confidence Interval :  
• It is abbreviated as CI 
• The range (or interval) of values used to estimate the a 

population parameter. The general formula for constructing a 
confidence interval is given as follows: 

CI = Point Estimate ± (Critical Value)(Standard Error) 
Where: 
• Point estimate is the sample statistic estimating the 

population parameter of interest. 
• Critical value is a table value based on the sampling 

distribution of the point estimate and the desired  confidence 
level. 

• Standard error is the standard deviation of the point 
estimate. 
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Definition 
Confidence Level : 1 – α  
The probability that the confidence interval 
actually contains the population parameter. 

The most common confidence levels used 
are 90%, 95%, 99% 

90% : α = 0.1      95% : α = 0.05      99% : α = 0.01. 
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Objectives 

• In this section, we will learn how: 
To construct and interpret confidence interval 
estimates for the population mean. 
Two cases for the confidence intervals of the 
population mean (µ) 
• When population standard deviation σ is known 
• When population standard deviation σ is 

unknown. 
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Estimating a Population mean µ 
(σ known) 

Objective 
Find the confidence interval for a population 
mean µ when σ is known 

C1
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(1)  The population standard deviation σ is known 

(2) One or both of the following: 
  The population is normally distributed 
     or 
  n > 30 

Requirements 
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Best Point Estimation 

The best point estimate for a population 
mean µ (σ known) is the sample mean x 

 Best point estimate : x 



Confidence Interval for Population Mean 
• Suppose  that the mean (μ) a population of normal distribution is 

UNKNOWN . But there is good estimate of the population variance 
(KNOWN). If we wish to estimate the mean of such  population, we would 
draw a random sample of size n from the population and compute its mean     
, which can be used as a point estimate of μ. 

• E.g. Let us imagine all possible samples (n=4) were taken from a population 
normally distributed with unknown µ  and known variance of 16 to give 
sampling distribution of the same mean of population (µ) and  2X 

Population distribution Sampling distribution 
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 The probability that a sample 
would have a mean within 2 of 
the sampling distribution is 0.95. 
This the same as what is the 
percent of samples of all possible 
samples that  give means within 
2 of the sampling distribution. 

 For such samples if we construct 
intervals for each mean as                     
95% of these intervals would 
capture or overlap with the 
population mean (µ). 

 For any random sample we are 
95% confident that                  
captures the population mean (µ). 
Thus the confidence level is 0.95 
and this constructed interval  is 
called confidence interval.    
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The probability that a random sample has a 
mean outside                       of the sampling 
distribution is 0.05(), because area above  
=area below = (/2)=0.025.  

This the same as what is the percent of all 
     possible samples which  give means higher or 

lower than  
For such samples if you constructed  interval for 

each sample  mean as                 the 
 confidence  intervals will not capture or overlap 

with the population mean (µ). 
Accordingly, there is 5% () chance that a 

random sample will not contain the 
population mean within it confidence 
interval at confidence level of 0.95. Such 
samples are unusual samples and can poorly 
estimate the population mean. 

 Is called Type 1 error.   =1-confidence level 
Or confidence level =1- 
.  

X2x 


X2

X2



Summary: when a sample is taken from a population  and its 
mean is to be used to  estimate the population mean. There is 
two chances or probabilities as follows 

• The sample mean is within 
certain standard deviation 
around the population 
mean at certain level of 
confidence. E.g. within 2 if 
confidence level is 0.95, at 
this level the probability the 
sample mean to be within  
2 around the population= 
mean  is 0.95.If this was the 
real case, then fair 
estimation of the 
population mean is 
obtained.  

• The sample happened to be 
one of those rare samples, 
of which its confidence 
interval does not capture 
the population mean, and 
thus  it would poorly 
estimate the mean of the 
population. 
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Confidence Interval for μ (σ  Known)  



x

)2/1(
zX

• Assumptions    
– Population standard 

deviation σ is known 
– Population is normally 

distributed 
– If population is not 

normal, use large sample 
(n > 30) 
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n
*ZX 2/1Where Z(1-α/2) is the value of z to 

the left of which lies 1- α/2 and 
to the right of which lies 1- α/2 
of the area under its curve. 
 

SE*ZX 2/1 
estimator ∓ (reliability coefficient) x (standard error) 

 Zα/2    is the normal distribution critical 
value for a probability of /2 in each tail 
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Z1-/2 of 0.95 confidence is z0.95 with areas above  of 
0.05 and below of 0.95, which is 1.645 as shown in the 
table below 

z0.95 = (1.64+1.65)/2 = 1.645 



 =1-confidence level (0.99) = 0.01 
 
/2 = 0.01/2 = 0.005 

Z1-/2 of 0.99 
confidence is z0.995 
with areas above  
of 0.005 and below 
of 0.995, which is 
2.578 as shown in 
the table below 



Example  
A random sample of 25 pharmacy students selected from HU had a 
grade point average with a mean of 2.86. Past studies have shown that 
the standard deviation is 0.15 and the population is normally 
distributed. Construct a 90% confidence interval fro the population 
mean grade point average (µ)? 
Solution: we have normal distribution and a known σ. The (1-α)100% 
= 90% confidence interval for the population mean (µ) can be 
constructed as follows: 
Step 1: 
(1 – α)100% = 90% 
1- α = 0.9, so α  = 0.1, and α /2 = 0.1/2 = 0.05 
1 – α/2 = 1 – 0.05 = 0.95 so Z0.95 = 1.645 
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Continued  
Step 2: 
CI =                        
Lower limit = 2.86 – (1.645)(0.15/ 25 ) 
                     = 2.86 – 0.04935 
                     = 2.811 
Upper limit = 2.86 + 0.04935 
                     = 2.909 
Then CI = (L, U) = (2.811, 2.909) 

Conclusion  
With 90% confidence we can say that the mean grade point 
average for all students in the population (µ) is between 
2.811 and 2.909. 

0 .03



Example  
We wish to estimate the average number of heartbeats per minute for 
a certain population (µ). The average number of heartbeats per 
minute for a random sample of size 49 subjects was found to be 90 
with a standard deviation of 20. Find the 95% confidence interval for 
the population mean(µ)? 
 Step 1: 
we have normal distribution 
(Population), unknown σ (S=10), and 
sample size 49 which is > 30. 
The (1-α)100% = 95% confidence 
interval for the population mean (µ) can 
be constructed as follows: 

(1 – α)100% = 95% 
1- α = 0.95, so α  = 0.05, and α /2 = 
0.05/2 = 0.025 
1 – α/2 = 1 – 0.025 = 0.975 so Z0.975 = 
1.96 

Step 2: 
CI =                        
 
Lower limit = 90 – (1.9)(10/ 49 ) 
                     = 90 – 2.8 
                     = 87.2 
Upper limit = 90 + 2.8 
                     = 92.8 
Then CI = (L, U) = (87.2, 92.8) 

S 

Conclusion  
With 95% confidence we can say that the 
mean number of heartbeats per minute for all 
subjects in the population (µ) is between 87.2 
and 92.8 

&
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Confidence Interval for Population Mean 

• A physical therapist wished to estimate, with 99% confidence, 
the mean maximal strength of a particular muscle in a certain 
group of individuals. Assuming that strength scores are 
approximately normally distributed with a variance of 144. a 
sample of 15 subjects who participated in the study yielded a 
mean of 84.3. 
 

• The z value corresponding to a confidence level of 0.99 is 
found to be 2.578. 

• The standard error is 
• The 99% CI for μ is 

0984.315/12 

3.923.76
83.84

)0984.3(578.23.84





Upper confidence limit Lower confidence limit 

 width of confidence interval = 82=16 Point estimate 

Go to previous slide on 
finding Z1-/2 
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Estimating the Mean of a Normal 
Population: Small n and Unknown  

• The population has a normal distribution. 
• The value of the population standard deviation 

is unknown. 
• The sample size is small, n < 30. 
• Z distribution is not appropriate for these 

conditions 
• t distribution is appropriate 



• Problem: Standard error  is unknown ( is also a 
parameter). It is estimated by replacing  with its point 
estimate from the sample data: 

sse
n



95% confidence interval for  : 

 

 

This works ok for “large n,” because s then a good estimate of 
σ (and CLT applies).  But for small n, replacing σ by its 
estimate s introduces extra error, and CI is not quite wide 
enough unless we replace z-score by a slightly larger “t-
score.” 

1.96( ),  which is 1.96 sy se y
n

 

-> or 6



• The t-distribution is used instead of the 
standard normal distribution (z) to estimate 
the population mean (µ) if: 

1. The population is normal 
2. The normal population standard deviation σ 

is unknown. 
3. The sample size (n) is small (n < 30). 

 

The t Distribution 



The t Distribution 
• Properties of the t distribution: 

– It has a mean of 0 
– It is symmetrical about the mean 
– In general it has a variance greater than 1, but the variance 

approaches 1 as the sample size becomes larger.  
– The variable t ranges from 
– The t distribution is a family of distributions, since there is a 

different distribution for each sample value of n-1 (the 
divisor used in computing s2). 

– Compared to the normal distribution, the t distribution is 
less peaked in the center and has higher tails. 

– The t distribution approaches the normal distribution as n-1 
approaches infinity.  

   to



Comparison of Selected t Distributions  
to the Standard Normal 

-3 -2 -1 0 1 2 3 

Standard Normal 
t (d.f. = 25) 
t (d.f. = 5) 
t (d.f. = 1) 



Table of Critical Values of t 

df t0.100 t0.050 t0.025 t0.010 t0.005 

1 3.078 6.314 12.706 31.821 63.656 
2 1.886 2.920 4.303 6.965 9.925 
3 1.638 2.353 3.182 4.541 5.841 
4 1.533 2.132 2.776 3.747 4.604 
5 1.476 2.015 2.571 3.365 4.032 

23 1.319 1.714 2.069 2.500 2.807 
24 1.318 1.711 2.064 2.492 2.797 
25 1.316 1.708 2.060 2.485 2.787 

29 1.311 1.699 2.045 2.462 2.756 
30 1.310 1.697 2.042 2.457 2.750 

40 1.303 1.684 2.021 2.423 2.704 
60 1.296 1.671 2.000 2.390 2.660 

120 1.289 1.658 1.980 2.358 2.617 
1.282 1.645 1.960 2.327 2.576  

t 

 

 



Confidence Intervals for population of  unknown 
mean and unknown variance 

• It is the usual case that the population variance as well as the 
population mean are unknown. 

• As a result, although the z statistic is normally distributed, we 
can not use this fact because σ is unknown and thus standard 
deviation of the sampling distribution (      )cannot be 
calculated. 

• So we may use the sample standard deviation to replace σ. 
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The t Distribution 
• When s is used to replace , instead of z-scores  t-values are 

calculated as follows  
 
 

• T-scores has  normal distribution called Student’s t 
distribution. For t-distribution degrees  or freedom is 
calculated as n-1, which is the denominator of sample 
standard deviation  

•   
 

ns
xt
/






df: Number of observations that are free to vary 
      after sample mean has been calculated  

Example: Suppose the mean of 3 numbers is 8.0 
 

    Let X1 = 7 
 Let X2 = 8 
 What is X3? X3 must be 9. n-1 numbers (d,f.) can be assumed to be any (2 in 

the example), but one number cannot and depends on the mean.  
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Student’s t Table 

P 

df 
 

0.9 0.95 0.975 

1 3.078 6.314 12.706 

2 1.886 

3 1.638 2.353 3.182 

t 0 2.920 
The body of the table 
contains t values, not 
probabilities 

Let: n = 3      
df = n - 1 = 2  
confidence level: 90% 

  = 0.10 
 /2 = 0.05 

P=1- /2  

 

 

 
0.05 
/2 = 
0.05 

4.303 2.920 

 P=0.95 
/2 = 0.05 

=0 . 95



Confidence Interval for μ 
(σ Unknown)  

• Assumptions 
– Population standard deviation is unknown 
– Population is normally distributed 
– If population is not normal, use large sample (n > 30) 

• Use Student’s t  Distribution 
• Confidence Interval Estimate: 

 
 

 

      
 

(where tα/2 is the critical value of the t distribution with n -1 
degrees of freedom and an area of α/2 in each tail)  

n
StX

2/1 


estimator ∓ (reliability coefficient) x (standard error) 

x
50268.-y



The t distribution   (Student’s t) 

• Bell-shaped, symmetric about 0 
• Standard deviation a bit larger than 1 (slightly thicker 

tails than standard normal distribution, which has mean 
= 0, standard deviation = 1) 

• Precise shape depends on degrees of freedom (df).  For 
inference about mean, 

                    df = n – 1  
• Gets narrower and more closely resembles standard 

normal distribution as df increases  
           (nearly identical when df > 30) 
• CI for mean has margin of error t(se),  
       (instead of z(se) as in CI for proportion) 



Part of a t table 

                        Confidence Level         
                    90%         95%         98%        99%     
df                 t.050        t.025        t.010         t.005    
 1                6.314      12.706      31.821      63.657   
10             1.812       2.228        2.764        3.169   
16               1.746       2.120       2.583         2.921 
30               1.697       2.042       2.457         2.750   
100             1.660       1.984       2.364         2.626   
infinity          1.645      1.960       2.326        2.576  
 
df =   corresponds to standard normal distribution 

24 sess infinity's



Confidence Interval for μ 
(σ Unknown)  

•20 tablets were chosen randomly from a batch. Their weights in 
mg were 
 300  321  306  321  310  322  315  325  316  323  316  325  
317  325  319  327  320  331  320  336. Provide a 95 % CI for the 
estimated mean 
-Estimate the mean  =319.75 
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-df is 19 so t0.975=2.093 (t-table) 
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Selected t distribution values 
With comparison to the Z value 

Note:  t  approaches Z  as  n  increases 

or t



The t Distribution 
 Calculating the confidence intervals using t-distribution is 

similar to calculating them for Z distribution, with one key 
difference 
 

 Unlike the Z confidence intervals, which always use 1.96 
and 2.576 for the 95% and 99% confidence intervals, 
respectively, the confidence interval (CI) uses a t value that 
will vary depending on the degrees of freedom  

· igt- I Id = A distribution :1 is
.*
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Example  
In a random sample of 20 customers at a given pharmacy in Jordan, the mean 
waiting time to get service is 95 seconds, and the standard deviation is 21 seconds. 
Assume the wait times are normally distributed, then construct a 99% confidence 
interval for the mean wait time of all customers (µ)? 
Solution: we have 
1. Normal distribution (population) 
2. The standard deviation (σ)is unknown (S=21) 
3. The sample size (n) is small (n=20 <30) 

The (1-α)100% = 99% confidence interval for the population mean (µ) can be 
constructed as follows: 
Step 1: 
(1 – α)100% = 99% 
1- α = 0.99, so α  = 0.01, and α /2 = 0.01/2 = 0.005, df= n-1= 20-1=19 ,  
t (0.005, 19) = 2.861  
or 1 – α/2 = 1 – 0.005 = 0.995 so df = 10 and t0.995 will give same answer.  
  

df = 14
,
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Z-distribution versus t-distribution 
• Because for a population of known , since constant  is used to calculate 

z-scores, one z-distribution is obtained with a standard deviation of 1.  
 
•  t-scores differ according to sample size of df and s paticulrly for small 

sample sizes , and thus different t-distributions are obtained of different n 
or different degrees of freedom (df). So, the t distribution is a family of 
distributions, since there is a different distribution for each sample 
value of n-1 (the divisor used in computing s2). 
 

•    

As df is smaller the t 
distribution is less peaked 
in the center and has   
fatter tails. Thus standard 
deviation for the distribution is 
higher than 1, but it gets closer 
to 1 as df  Or n is increased.   





Summary and Highlights  



Normal Dist. Critical Values 
For a population mean µ (σ known), the critical 
values are found using  z-scores on a standard 
normal distribution 

The standard normal distribution is divided into 
three regions: middle part has area 1 – α  and two 
tails (left and right) have area α/2 each: 
 



The z-scores z/2 and –z/2 separate the values: 

Likely values       ( middle interval ) 
Unlikely values             ( tails ) 

z/2 –z/2 

Normal Dist. Critical Values 



The value z/2  separates an area of /2  in 
the right tail of the z-dist. 

The value –z/2  separates an area of /2  in 
the left tail of the z-dist. 

The subscript /2  is simply a reminder that the z-
score separates an area of /2  in the tail. 

Normal Dist. Critical Values 



Distribution of Sample Means 
for (1-)% Confidence 
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Z Scores for Confidence Intervals  
in Relation to  

 X 

Z 
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Distribution of Sample Means 
for (1-)% Confidence 
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Z 
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Probability Interpretation  
of the Level of Confidence 

2 2
Pr ob[ ] 1X X

n nZ Z 
       



Distribution of Sample Means  
for 95% Confidence 



.4750 .4750 

X 

95% 
.025 .025 

Z 
1.96 -1.96 0 



Confidence Interval to Estimate 
when n is Large and  is Unknown 
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The t Distribution 

• A family of distributions -- a unique 
distribution for each value of its parameter, 
degrees of freedom (d.f.) 

• Symmetric, Unimodal, Mean = 0, Flatter than a 
Z 

• t formula t X
S
n


 



Confidence Intervals for  of a Normal 
Population: Small n and Unknown 

X t S
n

or

X t S
n

X t S
n

df n
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Z Values for Some of the More 
Common Levels of Confidence 

90% 

95% 

98% 

99% 

Confidence 
Level Z Value 

  1.645 

  1.96 

  2.33 

  2.575 


